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Abstract

This paper studies the existence of a solution for a system of fractional integral equations using Darbo’s fixed point
theorem under the measure of noncompactness. Moreover, some tables and figures are presented to show the efficiency of our
main results. In this paper, by applying the artificial small parameter method, we approximate the solution of one example.
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1. Introduction

Many papers successfully apply Darbo’s fixed point theorem to study the existence of solutions for the
functional integral equations formulated as a fixed point problem. For example in [4], the following system
of integro-differential equations is studied

—

o(0) = f1 (0, 0(0),(0), [ 1(0,5,0(5), (5, 0'(5), €

s)) ds), oceRy,
(o) = f2(, 0(0), C(0), [ galo, 5, 0(s), C(s), 0 (5), €

s)) ds), oceRy.

—

In this article, we discuss the following fractional system of equations such that o € R

1 p 91 1(3) 1 p 91 n(s)
:f , s T d g ey : d bl
(o) 1(0 L) Cl) CERY fal’l (g1,1(0 )—91,1(5))1 w0 o) fal’n (91,n(t)—91,n(8))1 Hn S)
1 6 9o.1(s) 1 6 9o (8)
= fa( o, , : ds, ..., ’ ds),
el 2(0 oL ¢l r(“QJ)I > (g21(0 )*92,1(3))1 w1 r(“Qv“)f o (92,n(t)*92,n(3))1 szn S)

in which n € IN, aij, xij € R, i€ {1, 2}, and j € {1, ...,Tl}.
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2. Preliminaries

Definition 2.1. [4] A function p : Ry — Ry is called the admissible-Darbo function, if it verifies one of the
following conditions:

(D1)p~"({0}) ={0}.

(D2) p is a nondecreasing function and for o > 0, T}ijllmpn(ﬁ) =0.

(D3) p is an upper-semi continuous function and for o > 0, p(0) < ©.

(D4) For every z > 0, there exist & > 0 such that p(o) < z for o € [z,z+ 3].

Let us denote the family of admissible-Darbo functions with Y.

For a Banach space Z, we denote all nonempty bounded subsets of Z with Mz and all nonempty
precompact sets of Z, with Nz. Moreover, to indicate the closure and the closed convex hull of a set Y, we
applied Y and ConvY, respectively.

Definition 2.2. [1] A mapping n: Mz — [0, +00] is a measure of noncompactness (MNC) in Z if it satisfies
the following conditions:

(1) The family kerp :={J € Mz : u(J) = 0} is nonempty subset of Nz,

(2) J1 € J2 = ul(1) < ul]2),

(3) u(J) =u()),

(4) w(Conv]) = n(J),

(5) mledi+ (1—a)J2) < ap(J1) + (1 — &)p(J2), for every a € [0,1],

(6) Tf {Jn is a sequence of closed sets from Mz such that Ju:1 C Jn and lim u(J) = 0, then the sct

Joo = N3_1Jn is nonempty.

Theorem 2.1. [4] Suppose Y is a nonempty, convex, bounded and closed subset of a Banach space X. For
each i € {1,2} and k € {1,..n} for some n € IN, let Ajx : ¥ XY — Y be a compact and continuous
operator, 11)‘5 :IR; — R4 be a nondecreasing continuous function with 1],)'5(0) =0,and T, : Y XY — 7Y
be an operator such that

| Ti(o1, &) —Ti(o2, G2) |I< pi<max{|\01*02||’||51*52H}> + ) WE(ALK(01, Q) = Avkloz, Q)),  (3)
k=1

in which p1, p2 € Y are two same admissible-Darbo functions. Then there exist x*,y* € YV such that

X" = TI(X*7U*)7
U* = TQ(X*7U*)'

3. Main results
Theorem 3.1. Consider the fractional system of equations (2) with the following conditions

(A) Forie{1,2},j€{l,..,n}, c € Ry, and oy, (i, z; € R, we have

Ifi(o,01,C1,21, ..., 2n) — fi(0, 02, (2,21, ..., Zn )| < Pi(maX{HGl —0oal|, ||C1 — CQH})-
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(B) There exists a positive constant 9 such that for i € {1, 2},

pi(To) +f§ < T, (4)
in which
. 1 (© gi(s) 1 (© 9in(s)
g = sup{\fi(U,0,0,i‘[ ’ ——ds, ..., J : ——ds)|:oe Ry}
o) Jaiy (gi1(0) — gia(s) '~ Fein) Jagn (gin(0) = gin(s)) '~
(5)
Proof. Consider the operator T; on the space C(IRy) for i € {1, 2}, as follows:
1 [° 9i4(s) 1 ([ 9in(s)
Ti(0,0)(0) = 1 (6,000, £(0), 7o | B s | e ds)
(1) Jaiy (gia(0) —gials)) ™ (@in) Jain (gim(0) —gim(s)) "

Firstly, for every o,( € Byy = {y € C(Ry) : [[y|lc(r,) < 7o}, we have to prove Ti(o,() € By,. Now, for
o € R4, we calculate as follows:

1 (° g 4(s) 1 (° 9 n(8)
|Ti(0-a C)(O—N: fi o, O—(GJ)C(O—)a J . P dS,..., J : Ep {
( Mein) Jag, (9171(0)—gi71(s))1 b1 Main) Jag, (gi,n(o)—gi,n(s))l tn
1 (° g 4(s) 1 (° g n(5)
—fi(0,0,0, J : — ds, ..., J : < ds
( i) Jagy (gii(0) — gials))' ™™ Mlein) Jagn (gin(0) —gin(s))' " )
1 (° 9:1(s) 1 [ 9 n(8)
+ fi(0o,0,0, J : — - ds, ..., J : < ds
( Mlo1) Jay, (91,1(0)—91,1(5))1 i Metin) Jag, (gi,n(U)—gi,n(S))l o )‘

< pifro) + 3.

By applying conditions (A) and (B), we obtain Ti (o, {) € By,. In what follows, we study the continuity of T;
on By, x By,. To do this, suppose {on} and {{n} as sequences in B, that converge to o € By, and ¢ € By,
respectively. For every ¢ > 0, there exists N > 0 such that ||on —0l[c(r,), [|Gn — C|lc(r,) < €. Thus, for all
n >N and 0 € R, we get

Ti(0n, &n)(0) = Ti(0,0)(0)] < pi ( max{fjon — ol e — C}).

Then the existence of a solution is derived from Theorem 2.1.

O
Example 3.1. The following fractional integral system of equations has at least one solution
Vo
_ s arctan( ) s
1 -2
o(o) = 612 + ICQOSh(G) sin(¢(0)) + = fla ¢ (S ) 5 ds
r(z) (1—0)e=o—(1—s)es)?
sin(0) ¢ e s (s — 3)
r l J‘Q 6 dS’
(7) ((2—0)6*"—(2—3)6*5)7
L (6)
sech(o) In(1+]o(0)]) 1 —2s(s* —8s=—1)
(o)== ; + = f; 3 3 - ds
ol +e sin(o) +12 T(3) (s4+1)2(0' —4 s —4)3
(st 21 ot+1 st+41
1 P —2s(s*—6s“—1
+ ds.
r(3) I (s4+1)2<02_3 B 52—3)3 °
ot+1 st+1
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Proof. If we get

e 4 sin(0) arctan(—Y.o )
cosh(o) )
fi1(0,0,0,21,29) = 13 + 21 +sin(0)zo,
h In(1
fQ(Ga o, C?thZ) = e (G) n( +|G|) +Zl +ZQ,

o7 +e° sin(o)+12
gr1(0) =(1—o)e ?,
gi2(0) =(2—o0)e ?,

02 —4
92,1(0) = m;
02 —3
92,2( ) O_4+1
" _ o In(1+ o) .
Now, due to condition (B) and Theorem (3.1), if p1(0) = o1 and pa(0) = —1 the existence of at
least one solution is derived for rg = 12. O

4. Numerical method

We provide an example of functional integro-differential equations of the form (2) for which the assump-
tions of Theorem 3.1 are satisfied. Moreover, applying the artificial small parameter method [11, 7], which is
a particular case of homotopy analysis method [10, 9] and also is equivalent to the Adomian decomposition
method [8, 6], we find an approximation of the solution which converges. The tables and figures show the
effectiveness of our method.

Example 4.1. Consider the following equation.

sin(((0)) 1 e S(s—2
O-(G) = 0-4+10 _6r 1 ‘[f ( ) 2 dS,
(3) (1—o0)eo—(1—s)es)3
(o) = olo) 1 I —2s(s* —8s% — 1) ds (7)
~ o418 60r(d) 2 (S4+1)2<02—4_52—4>§ '
t+1 st+1
that is an example for equation (2) with (o, 0, z) Sin(C)+Zf(0‘GC2) ° _+Z
is an exam r equation wi = — =4+ — =
p , q 110,0,4, 0_4+10 65 2(0,0, 4, 0_8+18 60) g1
—4
(1—0)e 9, g2 = L—I-l' Thus assumptions are verified for each 0.2 < rg. For solving this equation we
consider the following equation:
oo .
sin Jw; (o
a8 (jgop i(e) 1 0 e S(s—2)
j=0 3)7 (1—o0)eo—(1—s)es)? 5
o 8
p'vj(0o)
© . jgo ! 1 . —2s(s* —8s%2—1)
> Pwi(o) = — — — /5 5 5 5 ds.
=0 0° +18 607 (3) (S4+1)2<0‘ —4 s —4>3
ot+1 st+41

The parameter p is called the artiﬁcial small parameter. The approximate solution of o(c) and (o) are

w .
p) = 2 p'vj(o) and O(o, p) Z plw) ), respectively. If p increases from 0 to 1, then Q(o, 1) and
i=0



O(0,1) are equivalent to o(o) and (o), respectively. We can write

sin(©(o, p)) =sin()_plwj(0)) = pIA;(0), (9)
j=0

j=0

Differentiating both sides of the above expression n times with respect p and then setting p = 0, we get

Anl0) = b sin (Zp o.0)|

Therefore, we have

w .
P2 P Aj(0)

5 oiv; (o) = 2 (A=)
Patiie o1+ 10 O
pvj(o)

i jw-(o‘)—jgo ) + ! (0—2_4)%
&P T g sor(ly oL

3

If we compare the two sides of (10) with respect to the powers of p, we can get v, wg,v1 and wy as follows,

(1—0)e )5

vo(0) =—7F—,
2I(=)
1
(1—o0)e 9)s ot —4 .1 1
wy(o) = I +(G4+1)“X )
2F(§)(08 +18) 20T (=)
v1(o) Sn0w(0)
W =75 110
wi(o) = vi(0)
! o8+ 18
0.00 ‘ ' ; ‘
= Real o()-T1{ar(s), (<))
0.08 s Image o()-T1(o(s), ()| |
0.07
0.06
0.05
0.04
0.03 |
0.02 |
0.01}
ol
-0.01 ‘
0 2 4 6 8 10 12 14 16 18 20
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i | o | Real(o(o)—Ti(o,0)(0)) | Image(o(o) —Ti(0o,()(0))
111 4.64 x 107 8.04 x 107©
2] 2 7.32x 1072 8.3 x 1072
3| 3 6.18 x 102 7.49 x 1072
41 4 4.57 x 1072 6.14 x 1072
5| 10 7x 1073 1.20 x 102
6| 11 52x%x 1073 89 x 103
Table 1: Absolute errors of Ty (o, ().
i | o | Real(((o) —Ta(o,)(0)) | Image(((o) —Tz(o, C)(0))
1] 1 1.94 x 10~ 19 3.36 x 1019
21 2 1.66 x 102 0
3] 3 1.09 x 102 0
41| 4 1.18 x 1072 0
5| 10 1.47 x 1072 0
6|11 1.49 x 102 0

Table 2: Absolute errors of To(o, () .

0.018

0.016 [

0.014 |

0.012

0.002 = Real (()-T2(a().C)) |
= Image ((<)-T2(o(<).Cl<))

Fig.2

We approximate o(0) = vo(o) +v1(0) and (o) = wg(o) +wq(0). Finally, Fig.1, Fig.2, Table 1 and
Table 2 show the efficiency of our method.
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